# 메타 SAM 3 (Segment Anything Model 3) 모바일 최적화 및 경량화 기술 백서: 아키텍처 분석부터 ExecuTorch 배포까지의 포괄적 로드맵

## 서론: 프롬프트 기반 개념 분할(PCS)의 모바일 전환을 위한 기술적 도전과 기회

2025년 11월 메타(Meta)가 공개한 SAM 3(Segment Anything Model 3)는 컴퓨터 비전 분야, 특히 이미지 및 비디오 분할(Segmentation) 영역에서 기념비적인 진보를 이룩한 모델입니다.1 기존의 SAM 1과 SAM 2가 점, 박스, 마스크와 같은 기하학적 프롬프트에 반응하는 '시각적 분할(Promptable Visual Segmentation, PVS)'에 집중했다면, SAM 3는 텍스트 프롬프트를 통해 "줄무늬 고양이"나 "노란 스쿨버스"와 같은 의미론적 개념을 이해하고, 이미지와 비디오 전반에 걸쳐 해당 개념의 모든 인스턴스를 추적하는 '프롬프트 기반 개념 분할(Promptable Concept Segmentation, PCS)'을 도입했습니다.3 이러한 기능적 확장은 8억 4,800만 개(848M)에 달하는 파라미터와 정교한 통합 아키텍처를 통해 구현되었으며, 이는 NVIDIA H200과 같은 고성능 서버급 GPU 환경을 기준으로 설계되었습니다.2

본 보고서는 이러한 고성능 서버 기반의 파운데이션 모델인 SAM 3를, 제한된 연산 자원과 전력 허용량을 가진 모바일 디바이스(스마트폰, 엣지 AI 장치 등) 환경으로 이식하고 최적화하기 위한 포괄적인 기술 계획을 수립하는 것을 목적으로 합니다. 사용자의 요청에 따라 단순한 모델 변환 가이드를 넘어, 아키텍처 레벨의 경량화(Distillation), 수치적 정밀도 최적화(Quantization), 그리고 온디바이스 런타임(ExecuTorch) 배포에 이르는 전 과정을 심층적으로 분석하고, 실행 가능한 엔지니어링 로드맵을 제시합니다. 특히, 메타가 내부적으로 주력하고 있는 ExecuTorch 생태계와 최신 모바일 NPU(Neural Processing Unit) 가속 기술을 중심으로, 실시간 성능 확보를 위한 구체적인 전략을 논의할 것입니다.

## 제1장 SAM 3 아키텍처 심층 분석 및 모바일 병목 지점 진단

모바일 최적화 계획을 수립하기 위해서는 먼저 타겟 모델인 SAM 3의 내부 구조를 해부하고, 모바일 하드웨어에서 성능 저하를 유발할 수 있는 병목 지점(Bottleneck)을 명확히 식별해야 합니다. SAM 3는 기존 모델들과 달리 이미지 인식과 비디오 추적을 단일 백본으로 통합한 구조를 띠고 있으며, 이는 효율성 측면에서 장점인 동시에 모바일 이식에 있어 복잡성을 가중시키는 요인이기도 합니다.

### 1.1 통합 인식 인코더(Unified Perception Encoder)의 구조적 특성

SAM 3의 핵심은 이미지와 텍스트 입력을 처리하여 공통의 임베딩 공간으로 매핑하는 통합 인식 인코더(Perception Encoder, PE)에 있습니다.3 이 인코더는 MAE(Masked Autoencoder) 또는 Hiera 계열의 계층적 비전 트랜스포머(Vision Transformer, ViT) 아키텍처를 기반으로 하며, 시각적 정보와 의미론적 텍스트 정보를 정렬(Alignment)하는 역할을 수행합니다.4 서버 환경에서는 이러한 거대 트랜스포머가 높은 정확도를 보장하지만, 모바일 환경에서는 다음과 같은 치명적인 병목을 야기합니다.

첫째, **연산 복잡도(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAAYCAYAAACvKj4oAAAEa0lEQVR4AdyXV6hVRxSGTxLSeyO9B5IQkpAE8pCekARSCSmEkJcUSAikkg6BVEWfBBtWsKJgebCAimLBXhCs2FGxYG+Ioqjft92znbOd471ez1H08P97rVmzZ2avmVlr5pxfOcd/Z4uDj7EOf8HX4IWw2WiEg9cy+qWwXnifjp6Hg+BPsDeMcVtcKOtNOXgxDez8TeQtsCncyguj4EWwXviaju6Di+B/8GP4KAx4HaUTTKKWgw/w9jA4F74Mn4VL4Gh4E0zByRhKRRe4E8a4ioLt1yM3Qj/2EmSM9hRWw2VwBZwKxb88ekAR+t1jIWdP5FPwF3gcUg7+wVsT4WDoTP2N1PYI8jo4HV4By2iF4QLYC5axC4OT5sfq2EOUXQlEge/QPodXwo/gM1BM4rEAis94OPErkQGHUb6FreGDsAplB9tRq0PvIPvAgzDA2XUr3I3BWEAUcIW+pPQ9dEBEEi9i9R1ExY9SxjSBDMEwG5b7MVR0QOeproKTPgCL3444htjBdzH/AN0OM5EpjMmNb+cyCGd2DYWwrVCTcOWcuGnUPg6fhjEMhQmxIddt9yn6e/BGeAcsw+/+EOP1sEBw8Gosrs4+pFsNkcRurM6sQY9a4C205fBEcIsah7bvkL/4TS6DcJXKDpq4/uGFzvBh6MpfhizD8fXnpbhCg+UveNhRX6SJAJGEcXgeNdtgjHsoOACiJtye4/Na43sD+gfwZig8Wi5H2Qxj9KfgysxCunV/RMYxSDGD/e1Few4WCA6+kVtqbc28uqKD6mZBpTSx3InSHAfD6hzg/a7QmDN2UStu19QWd0Wc1EDb2N42Md0ZZl8XqrDroA2C1/OLmrTiVrRmnI+ctyPtw/SOWhPG0eKoVgf90K+w2V5HwgpjahGc5BviljooHcAZWBhXlnT3vwf+OuyedYgMIai3Z6X0w+y3tFTleejtxBk3ebxAvccTosXwG/Sl6EDn9lNaBd0CpnvUJH7F6jueiSYjihnsVOVeHzXo6qQ+vmP+voe0Mbg1L7dUmAs8zor2Omhhig9omkYcB4+BT7B6hpmIUAtsybX7c5kS3oY8sMt1HhdzMD4JJ8NThd/gYhX9BAd/w7IDmqHClqOYwQzbDc07odcp1Cp4dLht7byqIi+YmF5B3wRTCEdGSECpd5pj84ZkPqjKsMFBU6x/RUzTM+jNa1NbpHHjzcEt1p1yLYylouzgNdgczMzs4Op/YitjIAYvCaktTFWzYYgYQuFalzUMDlrwnHkCRYc859xSr1LW8aa2zwjeMwnpCGoGd4SDGlvSyfs/q6l+mAPuwhRiGbVFcJvPo6UTijiK2EEt3j2NiX4URsKqgK1gqAH/RXhAl++oNV6vu9l/Mt5Dw3YvBig7WFScpHKI943j35En/ANKfSPwM526Y1wY1GOol4P2OJyHcdsGeTrhhJoI/bMQH1/ZN9TTQTs0xrwuVd0mrGggvWaaN9amxqi3g45hLISz0XKjaXY3QSbHaYSDyYHOlPEIAAAA//+/tx7dAAAABklEQVQDAGuJvTG0FOusAAAAAElFTkSuQmCC))의 문제**입니다. ViT의 핵심인 셀프 어텐션(Self-Attention) 메커니즘은 입력 토큰 수(이미지 해상도)의 제곱에 비례하여 연산량과 메모리 사용량이 증가합니다. 고해상도 이미지를 처리해야 하는 분할 작업의 특성상, 모바일 CPU나 NPU에서 이러한 이차적 복잡도는 실시간 처리를 불가능하게 만드는 주요 원인입니다.

둘째, **메모리 대역폭(Memory Bandwidth)의 한계**입니다. 848M 파라미터를 가진 모델은 가중치(Weight) 로딩만으로도 약 3.4GB의 메모리를 점유합니다(FP32 기준).2 모바일 기기의 LPDDR5X 메모리 대역폭은 서버용 HBM(High Bandwidth Memory)에 비해 현저히 낮기 때문에, 매 프레임마다 거대한 가중치 행렬을 메모리에서 프로세서로 전송하는 과정에서 심각한 지연(Latency)이 발생합니다. 이는 단순한 연산 속도의 문제가 아니라, 데이터 이동에 소요되는 물리적 시간의 문제입니다.

### 1.2 DETR 기반 검출기(Detector)와 존재 헤드(Presence Head)

SAM 3는 객체 검출을 위해 DETR(DEtection TRansformer) 스타일의 아키텍처를 채택하고 있습니다.3 DETR은 학습 가능한 쿼리(Learnable Queries)를 사용하여 이미지 특징 맵에서 객체의 위치와 클래스를 예측합니다. 특히 SAM 3는 '존재 헤드(Presence Head)'라는 새로운 구성 요소를 도입하여, 특정 개념(예: "빨간 공")이 현재 장면에 존재하는지 여부를 먼저 판단하고, 존재할 경우에만 위치 추정(Localization)을 수행하는 방식을 취합니다.3 이 구조는 모바일 NPU 컴파일러 관점에서 난해한 점을 가지고 있습니다. 대부분의 모바일 NPU 컴파일러(CoreML, QNN 등)는 정적 형상(Static Shape)의 텐서 처리에 최적화되어 있습니다. 그러나 DETR 구조는 쿼리의 수나 검출된 객체의 수에 따라 후속 연산의 흐름이 달라질 수 있는 동적 특성을 가질 수 있어, 이를 정적 그래프로 변환하는 과정에서 상당한 최적화 노력이 필요합니다. 또한, 존재 헤드의 판단 로직이 조건부 분기(Conditional Branching)를 유발할 경우, 병렬 처리에 최적화된 NPU 파이프라인의 효율을 떨어뜨릴 수 있습니다.

### 1.3 메모리 기반 비디오 추적기(Memory-Based Video Tracker)

비디오 처리를 위해 SAM 3는 SAM 2로부터 계승된 메모리 뱅크(Memory Bank) 메커니즘을 사용합니다.3 이 시스템은 과거 프레임의 객체 특징을 저장해 두었다가 현재 프레임의 특징과 교차 어텐션(Cross-Attention)을 수행하여 객체를 추적합니다. 모바일 관점에서 이 메커니즘의 가장 큰 위험 요소는 **메모리 사용량의 선형적 증가**입니다. 비디오의 길이가 길어질수록 메모리 뱅크에 저장되는 데이터의 양이 누적되며, 이는 제한된 RAM을 가진 모바일 기기에서 앱 강제 종료(OOM, Out Of Memory)를 유발할 수 있습니다. 서버에서는 수십 기가바이트의 VRAM을 활용할 수 있지만, 스마트폰은 운영체제와 다른 앱들이 메모리를 공유하므로 단일 모델이 사용할 수 있는 메모리는 매우 제한적입니다. 따라서 모바일 최적화를 위해서는 단순히 모델을 경량화하는 것을 넘어, 비디오 메모리 관리 전략에 대한 근본적인 재설계가 필수적입니다.5

## 제2장 모바일 하드웨어 랜드스케이프 및 가속기 분석

성공적인 최적화 계획은 타겟 하드웨어에 대한 깊은 이해에서 출발합니다. 2025-2026년 시점의 최신 모바일 프로세서인 애플의 A18 Pro와 퀄컴의 스냅드래곤 8 Elite는 강력한 AI 가속기(NPU)를 내장하고 있으며, 이를 얼마나 효율적으로 활용하느냐가 성능의 핵심입니다.6

### 2.1 Apple A18 Pro와 Neural Engine (ANE)

애플의 A18 Pro 칩셋에 탑재된 Neural Engine은 초당 35조 회(35 TOPS)의 연산을 수행할 수 있으며, 특히 트랜스포머 모델 가속을 위한 하드웨어적 지원이 강화되었습니다.7

* **CoreML과의 통합:** ANE를 활용하기 위해서는 CoreML 포맷으로의 변환이 필수적입니다. CoreML은 최근 트랜스포머 아키텍처 지원을 강화하고 있으나, 여전히 일부 복잡한 연산(예: 5차원 이상의 텐서 조작, 특정 형태의 Gather/Scatter)은 CPU로 폴백(Fallback)되어 성능 저하를 일으킬 수 있습니다.
* **정밀도:** ANE는 FP16 및 Int8 연산에 최적화되어 있습니다. 특히 Int8 양자화(Quantization)를 적용할 경우, FP16 대비 2배 이상의 처리량과 전력 효율을 기대할 수 있습니다. 하지만 ONNX를 거쳐 CoreML로 변환하는 기존의 방식은 변환 과정에서의 불안정성과 연산자 호환성 문제가 보고되고 있어 8, PyTorch 생태계 내에서 직접 배포 가능한 경로(ExecuTorch)의 중요성이 커지고 있습니다.

### 2.2 Qualcomm Snapdragon 8 Elite와 Hexagon NPU

퀄컴의 최신 스냅드래곤 8 Elite는 45 TOPS 이상의 성능을 제공하는 Hexagon NPU를 탑재하고 있으며, 생성형 AI 모델 구동에 특화되어 있습니다.6

* **QNN (Qualcomm AI Engine Direct):** 퀄컴의 저수준 AI API인 QNN은 하드웨어 제어권이 강력하지만 개발 난이도가 높습니다. 최근 PyTorch ExecuTorch가 QNN 백엔드를 공식 지원하면서 10, PyTorch 모델을 직접 Hexagon NPU 바이너리로 컴파일하여 구동하는 워크플로우가 정립되었습니다.
* **메모리 아키텍처:** 스냅드래곤 NPU는 시스템 메모리(DDR)와 별도로 고속의 온칩 메모리(TCM, Tightly Coupled Memory)를 활용합니다. 모델의 가중치나 활성화 텐서(Activation Tensor)를 타일링(Tiling)하여 TCM 내에서 처리하도록 최적화하면, 외부 메모리 접근을 최소화하여 획기적인 속도 향상을 얻을 수 있습니다. 이는 양자화 전략과 밀접하게 연관됩니다.

### 2.3 모바일 GPU와 CPU의 역할

NPU가 AI 추론의 핵심이지만, GPU와 CPU의 역할도 무시할 수 없습니다.

* **모바일 GPU (Adreno, Apple GPU):** 병렬 연산에 강력하지만, NPU에 비해 전력 소모가 크고 다른 그래픽 작업(렌더링)과 자원을 공유해야 하는 단점이 있습니다.12 그러나 NPU가 지원하지 않는 특정 연산자(Custom Operators)를 처리하거나, 전처리/후처리 파이프라인을 가속화하는 데 유용합니다.
* **CPU (ARM Cortex):** 유연성이 가장 높지만 연산 성능은 낮습니다. 복잡한 제어 흐름(Control Flow)이나 매우 희소한(Sparse) 연산은 CPU에서 처리하는 것이 유리할 수 있습니다. ExecuTorch는 이러한 이종 프로세서 간의 작업 분배(Partitioning)를 지원하여, NPU-CPU 하이브리드 실행을 가능하게 합니다.13

## 제3장 전략적 최적화 1단계: 지식 증류(Knowledge Distillation) 기반 아키텍처 경량화

SAM 3의 848M 파라미터를 그대로 양자화하여 모바일에 올리는 것은 물리적으로 불가능에 가깝습니다. 따라서 첫 번째이자 가장 중요한 단계는 모델의 구조 자체를 모바일에 적합한 형태로 교체하는 **아키텍처 경량화**입니다. 이를 위해 **EfficientSAM3** 프로젝트에서 제안한 '점진적 계층적 증류(Progressive Hierarchical Distillation, PHD)' 방법론을 채택하여 적용할 것을 제안합니다.14

### 3.1 학생 모델(Student Model) 백본 선정 전략

거대 트랜스포머인 교사 모델(Teacher Model, SAM 3)의 지식을 흡수할 학생 모델(Student Model)은 모바일 친화적인 구조를 가져야 합니다. 단순히 레이어 수를 줄인 ViT가 아니라, 모바일 하드웨어의 특성(메모리 접근 패턴, 캐시 효율성)을 고려하여 설계된 아키텍처를 선정해야 합니다.

1. **RepViT (Latency 최우선 추천):** RepViT는 구조적 재매개변수화(Structural Re-parameterization) 기술을 사용하여, 학습 시에는 복잡한 다중 분기 구조를 가지지만 추론 시에는 단순한 합성곱(Convolution) 구조로 융합되는 아키텍처입니다.15 이는 ViT의 전역적 수용 영역(Global Receptive Field) 특성을 모사하면서도, 모바일 NPU/GPU에서 극도로 빠른 추론 속도를 제공합니다. 실시간 비디오 처리가 목표라면 RepViT가 최적의 선택입니다.
2. **TinyViT (정확도 중심 추천):** TinyViT는 경량화된 어텐션 메커니즘을 사용하는 소형 ViT입니다.14 CNN 기반의 RepViT보다 의미론적 정보(Text-Visual Alignment)를 보존하는 데 유리할 수 있어, 복잡한 텍스트 프롬프트에 대한 정확도가 중요하다면 TinyViT를 고려할 수 있습니다.
3. **MobileCLIP (텍스트 인코더 경량화):** SAM 3의 텍스트 인코더 또한 경량화 대상입니다. 이를 354M 파라미터에서 약 40-60M 수준의 MobileCLIP 변형 모델로 교체하여 증류해야 합니다.16 이는 전체 파이프라인의 메모리 사용량을 줄이는 데 크게 기여합니다.

### 3.2 3단계 점진적 증류 프로세스 (Three-Stage PHD)

EfficientSAM3의 방법론에 따라, 전체 모델을 한 번에 학습시키는 대신 세 단계로 나누어 증류를 수행합니다. 이는 각 구성 요소(인코더, 메모리, 전체 파이프라인)가 교사 모델의 복잡한 동작을 단계적으로 학습하도록 유도하여 성능 저하를 최소화합니다.14

#### 1단계: 이미지 레벨 인코더 증류 (Encoder Distillation)

* **목표:** SAM 3의 거대 PE가 생성하는 이미지 임베딩과 텍스트 임베딩의 정렬 관계를 학생 백본(RepViT/MobileCLIP)이 모방하도록 학습합니다.
* **데이터셋:** SA-1B 데이터셋의 일부(예: 1%~5%)를 사용합니다.16 SA-1B는 1,100만 장의 이미지와 11억 개의 마스크를 포함하는 방대한 데이터셋으로, 이를 통해 일반적인 객체 분할 능력을 전이시킵니다.
* **학습 전략:** '프롬프트-인-더-루프(Prompt-in-the-Loop)' 방식을 적용합니다. 단순히 특징 맵(Feature Map) 간의 MSE(Mean Squared Error) 손실만 사용하는 것이 아니라, 학생 모델이 생성한 임베딩으로 마스크를 예측하고, 이를 교사 모델의 예측 마스크와 비교하는 엔드-투-엔드 손실을 추가합니다. 이는 학생 모델이 특징 맵의 모든 픽셀을 완벽히 복제하기보다, 분할 작업에 중요한 핵심 특징에 집중하도록 돕습니다.

#### 2단계: 시간적 메모리 증류 및 압축 (Temporal Memory Distillation)

* **목표:** 비디오 추적 시 메모리 사용량을 고정하기 위해, SAM 3의 덴스(Dense) 메모리 뱅크를 **Perceiver Resampler** 기반의 압축 메모리 모듈로 대체하고 학습합니다.14
* **데이터셋:** SA-V (Segment Anything Video) 데이터셋을 활용합니다.
* **핵심 기술:** Perceiver Resampler는 가변 길이를 가진 과거 프레임들의 특징(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAYCAYAAAD3Va0xAAABaklEQVR4AeyTTStFURSGDxn4mBgaI6LMRYT8AVOZGDPyG4xNKIUBZWBqLl/FRJkoRElJJMlIJuR5rnuus88+Urozbu+z11lr77v2OuvsXZtU6feHEo3Qsiu4g3tYh7yOCFzDJbh2Dpvke7RNsBX2oB7GoQ2y6sVZBTcbwM5AlMiYdDPMQg1MQVZvOG4yj72FkvIVGexkOIcVeIFJaISs+nGsGvOpokRDTO3CM9ijZuwEpGrgoQkeoKLvEu2UVyyU7XTZavoYDiFQUaIuVpyBOmGwuh7sICgrTjfSL5FPZH8uSjNfg03VS6syUdAfJ/OJhglaAaaiTZ5uYAw6wB49YgMVJcrv5ude5F91sAYHECmbyDNjL06jVUmyTOwVPIxRf4gHB9JP7O4mdC6Lr7JB4B32IZIVjRL1Xi1h2+EJvHOYQDbde+Z8MKFjoi0eWsAmigfQO0co0DGer4aJZaI4+ovIf6Kfm1a1Hn0AAAD//4IHNpYAAAAGSURBVAMAvrk6MfU3SRsAAAAASUVORK5CYII=)개)을 고정된 개수(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAYCAYAAAD3Va0xAAABd0lEQVR4AeyTvStGYRiH30jykZLBIJJ8jJJkEiaDxSAlg4EURpPRxmJRMinZrDJYUKJMUkrymT/BRz5KXJfeo/ec93kzeDdOv+v+Pec597l7zn2epyCVp+sPFeqiZRdwCzegn+N9EGmOgfOX+BWsQCrZo30mm+AE6mECWmAbIm0wqIIDGIdJyCrknHQSnmEPMtXLzSK0wijswgcECzXzoBoO4Q0izTAYgQG4hpiSn+bDbgPsgConrMMT+CmulGFcoUI96RSXbX+OuNe/mso4qFAhV/RIdi3MQxF0QDvkVLKQf6yGbF9uwwdhCdSUIRfJQv4VcxcIs/AOa+AKh/FKCCpXoc2M7HvGNrsEH4OgQoUeyDyGTC2nb6bx5DtMpWL7yJ5E+8dP+kpIh1P8DNztQ3iWrO7v9ny5b17I8Lzd4f2gigluwDrc1a7inrNC/FsW8hj4t2ykfSjjqS9t4eqV0ABuzAq8FBohtmoLMfd7/Rf6uYd569EnAAAA//90VQ/iAAAABklEQVQDALjlPDHjoGaVAAAAAElFTkSuQmCC), 예: 64개)의 잠재 토큰(Latent Tokens)으로 압축합니다. 이를 통해 비디오 길이가 아무리 길어져도 추적기가 참조해야 할 메모리의 크기는 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAYCAYAAAD3Va0xAAABd0lEQVR4AeyTvStGYRiH30jykZLBIJJ8jJJkEiaDxSAlg4EURpPRxmJRMinZrDJYUKJMUkrymT/BRz5KXJfeo/ec93kzeDdOv+v+Pec597l7zn2epyCVp+sPFeqiZRdwCzegn+N9EGmOgfOX+BWsQCrZo30mm+AE6mECWmAbIm0wqIIDGIdJyCrknHQSnmEPMtXLzSK0wijswgcECzXzoBoO4Q0izTAYgQG4hpiSn+bDbgPsgConrMMT+CmulGFcoUI96RSXbX+OuNe/mso4qFAhV/RIdi3MQxF0QDvkVLKQf6yGbF9uwwdhCdSUIRfJQv4VcxcIs/AOa+AKh/FKCCpXoc2M7HvGNrsEH4OgQoUeyDyGTC2nb6bx5DtMpWL7yJ5E+8dP+kpIh1P8DNztQ3iWrO7v9ny5b17I8Lzd4f2gigluwDrc1a7inrNC/FsW8hj4t2ykfSjjqS9t4eqV0ABuzAq8FBohtmoLMfd7/Rf6uYd569EnAAAA//90VQ/iAAAABklEQVQDALjlPDHjoGaVAAAAAElFTkSuQmCC)개로 유지되므로, 모바일 디바이스에서의 메모리 안정성을 보장할 수 있습니다. 학생 모델은 교사 모델(SAM 3)이 사용하는 풍부한 메모리 정보를 이 압축된 토큰들만으로 얼마나 잘 복원하고 추적에 활용할 수 있는지를 학습하게 됩니다.

#### 3단계: 엔드-투-엔드 개념 분할 미세 조정 (End-to-End PCS Fine-Tuning)

* **목표:** 경량화된 이미지 인코더, 텍스트 인코더, 압축 메모리 모듈을 결합하여, 텍스트 프롬프트 기반의 개념 분할(PCS) 성능을 최종적으로 최적화합니다.
* **데이터셋:** 메타가 공개한 SA-Co (Segment Anything with Concepts) 벤치마크 데이터셋을 사용합니다.3
* **학습 전략:** 이 단계에서는 전체 파이프라인을 동결 해제(Unfreeze)하고 미세 조정(Fine-Tuning)을 수행합니다. 특히 '존재 헤드(Presence Head)'와 디코더가 경량화된 백본의 특징 맵에 적응하도록 하여, "빨간 옷을 입은 사람"과 "파란 옷을 입은 사람"을 구분하는 미세한 의미론적 차이를 학습시킵니다.

## 제4장 전략적 최적화 2단계: 수치 정밀도 최적화 (Quantization & Precision Engineering)

아키텍처 경량화를 통해 모델의 크기를 줄였다면, 다음은 수치 정밀도를 낮추어 연산 속도를 가속화하고 모델 용량을 더욱 압축하는 단계입니다. 단순히 FP32를 Int8로 변환하는 것을 넘어, **ExecuTorch** 및 **torchao** 라이브러리를 활용한 정교한 양자화 전략이 필요합니다.

### 4.1 TorchAO (PyTorch Architecture Optimization) 활용

메타는 PyTorch 네이티브 양자화 라이브러리인 torchao를 통해 최신 양자화 기법들을 제공하고 있으며, 이는 ExecuTorch와 긴밀하게 통합되어 있습니다.18 SAM 3 최적화를 위해 다음과 같은 torchao 레시피를 적용할 것을 권장합니다.

1. **가중치 전용 양자화 (Weight-Only Quantization - Int4 Group-wise):**
   * **적용 대상:** RepViT 백본 및 트랜스포머 디코더의 선형(Linear) 레이어 가중치.
   * **기술 상세:** 가중치를 4비트 정수로 양자화하되, 채널 전체가 아닌 128개 또는 256개 단위의 그룹(Group)으로 나누어 스케일링 팩터(Scaling Factor)를 할당합니다. 이는 거대 언어 모델(LLM)에서 검증된 방식으로, 모델 크기를 FP16 대비 1/4로 줄이면서도 정확도 손실을 최소화합니다.20 모바일 디바이스의 제한된 저장 공간과 메모리 대역폭 문제를 해결하는 핵심 기술입니다.
2. **동적 활성화 양자화 (Dynamic Activation Quantization - Int8):**
   * **적용 대상:** 런타임에 값이 결정되는 활성화 텐서(Activation Tensor).
   * **기술 상세:** 입력 데이터에 따라 동적으로 스케일링 팩터를 계산하여 활성화 값을 8비트 정수로 변환합니다. 이는 트랜스포머의 어텐션 연산과 같이 값의 범위(Outlier)가 큰 레이어에서 정적 양자화(Static Quantization)보다 높은 정확도를 보장합니다.18

### 4.2 양자화 인지 학습 (Quantization-Aware Training, QAT)

PTQ(Post-Training Quantization)는 빠르지만, 4비트 수준의 과감한 양자화에서는 성능 저하가 발생할 수 있습니다. 특히 SAM 3와 같이 픽셀 단위의 정밀한 예측이 필요한 모델에서는 그 영향이 클 수 있습니다. 따라서 **QAT**를 적용하는 것이 필수적입니다.22

* **워크플로우:** 3단계 미세 조정(Fine-Tuning) 과정에서 torchao의 QAT API를 사용하여 가짜 양자화(Fake Quantization) 노드를 삽입합니다. 이를 통해 모델은 학습 과정에서 양자화로 인한 노이즈를 미리 경험하고, 이에 적응하는 방향으로 가중치를 업데이트하게 됩니다. 이는 최종 배포 모델의 정확도를 FP32 원본에 근접하게 유지하는 데 결정적인 역할을 합니다.

## 제5장 전략적 최적화 3단계: ExecuTorch 기반 배포 런타임 엔지니어링

최적화된 모델을 모바일 기기에서 구동하기 위한 런타임 환경으로 **ExecuTorch**를 선정합니다. 이는 메타가 PyTorch Mobile을 대체하기 위해 개발한 차세대 엣지 AI 런타임으로, SAM 3와 같은 복잡한 파이토치 모델을 수정 없이 효율적으로 배포할 수 있는 최적의 경로입니다.13

### 5.1 ExecuTorch 배포 파이프라인 (Lowering Pipeline)

ExecuTorch는 파이토치 모델을 기기에서 실행 가능한 바이너리 형태(.pte)로 변환하는 'Lowering' 과정을 거칩니다.24

1. **Export (내보내기):** torch.export.export() 함수를 사용하여 PyTorch 모델의 연산 그래프를 ATen 연산자 단위로 캡처합니다. 이 단계에서 동적 제어 흐름(if문, loop문)이 그래프 내에 포함됩니다.
2. **To Edge (엣지 변환):** to\_edge() 함수를 통해 그래프를 엣지 디바이스용 IR(Intermediate Representation)인 'Edge Dialect'로 변환합니다. 이 과정에서 불필요한 연산자가 제거되고 메모리 레이아웃이 최적화됩니다.
3. **Partition & Delegate (분할 및 위임):** 가장 중요한 단계입니다. 모델의 각 부분을 어떤 하드웨어 가속기(Backend)에서 실행할지 결정합니다.
   * **NPU 위임:** 합성곱(Conv), 행렬곱(MatMul) 등 연산 집약적인 부분은 CoreML(iOS) 또는 QNN(Android) 파티셔너를 통해 NPU로 위임합니다.
   * **CPU 폴백:** NPU가 지원하지 않는 복잡한 연산이나, DETR의 동적 쿼리 처리 부분 등은 XNNPACK 파티셔너를 통해 CPU에서 처리하도록 설정합니다. ExecuTorch는 이러한 이종 연산 장치 간의 협업을 매끄럽게 지원합니다.
4. **Memory Planning (메모리 계획):** 실행 시 필요한 모든 텐서의 생명 주기를 분석하여, 정적 메모리 블록을 할당합니다. 이는 런타임 중의 동적 메모리 할당(malloc) 오버헤드를 제거하여 추론 속도를 안정화합니다.

### 5.2 플랫폼별 백엔드 최적화 전략

* **iOS (CoreML Backend):** 애플 기기 배포를 위해 CoreMLPartitioner를 사용합니다. 이때, 트랜스포머의 Multi-Head Attention 연산이 ANE(Apple Neural Engine)에서 효율적으로 실행되도록 torch.nn.functional.scaled\_dot\_product\_attention (SDPA) 연산자를 CoreML의 해당 레이어로 매핑하는 것이 중요합니다.25
* **Android (QNN Backend):** 퀄컴 칩셋을 위해 QnnPartitioner를 사용합니다. 스냅드래곤 8 Elite의 경우, HTP(Hexagon Tensor Processor) 백엔드를 타겟으로 설정하고, 양자화된 모델을 전달하여 DSP 레벨의 가속을 활성화해야 합니다.10 QNN 백엔드는 초기 설정이 까다로우므로, 퀄컴 AI Hub에서 제공하는 튜토리얼과 Docker 이미지를 활용하여 환경을 구축하는 것이 권장됩니다.

## 제6장 단계별 구현 로드맵 및 엔지니어링 계획 (Implementation Plan)

위에서 논의한 기술적 전략을 바탕으로, 실제 프로젝트 수행을 위한 12주 단위의 상세 실행 계획을 수립합니다.

### 1단계: 환경 구축 및 베이스라인 수립 (1-2주차)

* **목표:** SAM 3 원본 모델의 추론 파이프라인 구축 및 데이터셋 준비.
* **세부 활동:**
  + 메타의 공식 GitHub 저장소 클론 및 SAM 3 모델(848M) 다운로드.3
  + PyTorch Nightly 빌드, ExecuTorch, TorchAO 라이브러리 설치 및 개발 환경 설정.13
  + SA-1B 데이터셋(1%) 및 SA-Co 데이터셋 다운로드 및 전처리.
  + 원본 SAM 3 모델의 추론 결과를 저장하여, 이후 증류 학습 시 '교사(Teacher)' 데이터로 활용할 파이프라인 구축.

### 2단계: 아키텍처 경량화 및 증류 학습 (3-6주차)

* **목표:** EfficientSAM3 방법론을 적용한 경량 학생 모델(Mobile-SAM 3) 개발.
* **세부 활동:**
  + **백본 교체:** RepViT-M2.3(또는 M1.1)으로 이미지 인코더 교체 및 ImageNet 사전 학습 가중치 로드.
  + **텍스트 인코더 교체:** MobileCLIP-S1 모델 통합.
  + **1단계 학습 (Encoder):** SA-1B 데이터를 사용하여 이미지 인코더 증류. 마스크 손실(Mask Loss)과 특징 정렬 손실(Feature Alignment Loss) 최소화.
  + **중간 평가:** SA-Co 검증 세트에서 교사 모델 대비 성능 85% 이상 달성 여부 확인.

### 3단계: 비디오 메모리 압축 및 전체 미세 조정 (7-8주차)

* **목표:** 모바일 비디오 처리를 위한 메모리 모듈 최적화.
* **세부 활동:**
  + **Perceiver Resampler 구현:** 입력 프레임 토큰을 64개의 잠재 토큰으로 압축하는 모듈 개발.
  + **2단계 학습 (Memory):** SA-V 데이터셋을 사용하여 메모리 모듈 학습.
  + **3단계 학습 (End-to-End):** 전체 파이프라인(백본+메모리+디코더)을 SA-Co 데이터로 미세 조정(QAT 적용 준비).

### 4단계: 양자화 및 정확도 복원 (9주차)

* **목표:** Int4/Int8 정밀도로 모델 변환 및 성능 검증.
* **세부 활동:**
  + torchao를 사용하여 가중치(Int4 Group-wise) 및 활성화(Int8 Dynamic) 양자화 적용.
  + 양자화된 모델의 정확도(mIoU) 측정.
  + 정확도 하락 폭이 2%를 초과할 경우, QAT(Quantization-Aware Training)를 1-2 에포크 수행하여 가중치 보정.22

### 5단계: ExecuTorch 변환 및 모바일 앱 통합 (10-12주차)

* **목표:** 온디바이스 실행 가능한 바이너리(.pte) 생성 및 데모 앱 빌드.
* **세부 활동:**
  + **Export & Partition:** iOS용 CoreML, Android용 QNN 파티셔너를 적용하여 .pte 파일 생성.
  + **런타임 테스트:** 데스크탑 환경에서 ExecuTorch 런타임으로 .pte 파일 로드 및 추론 테스트.
  + **앱 통합:** Android Studio(Kotlin/JNI) 및 Xcode(Swift/C++) 프로젝트에 ExecuTorch 라이브러리 및 모델 바이너리 탑재.
  + **성능 최적화:** 온디바이스 프로파일링 툴을 사용하여 메모리 누수 및 병목 구간 확인 및 수정.

## 결론 및 제언

SAM 3의 모바일 최적화는 단순한 포맷 변환이 아닌, 모델의 **재설계(Re-architecting)** 수준의 엔지니어링이 요구되는 도전적인 과제입니다. 본 보고서에서 제시한 **EfficientSAM3 기반의 점진적 증류**와 **ExecuTorch/TorchAO를 활용한 하드웨어 가속** 전략은 현재 기술 수준에서 가장 현실적이고 효과적인 접근법입니다.

특히, 8억 개가 넘는 파라미터를 가진 원본 모델을 모바일에서 구동하려는 시도는 메모리 대역폭의 물리적 한계로 인해 실패할 가능성이 매우 높습니다. 따라서 반드시 **학생 모델(Student Model)로의 증류**를 선행해야 하며, 이 과정에서 텍스트 프롬프트 처리 능력(PCS)을 보존하는 것이 핵심 성공 요인이 될 것입니다. 이 로드맵을 통해 귀하는 최신 파운데이션 모델의 강력한 기능을 손바닥 위의 디바이스에서 실시간으로 구현하는 혁신적인 성과를 거둘 수 있을 것입니다.
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